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ABSTRACT 

 
Molecular dynamics simulations play pivotal roles on unraveling residues that are essential for 

structural integrities and functional activities of proteins and as well on analyzing interfaces of proteins-
ligands/macromolecules complexes at atomistic resolution in near physiological conditions. In this review 
article, we have systematically discussed salient features and limitations of different types of MD simulations 
(all-atom MD, coarse-grained MD and steered MD) and various parameters (force fields, integrating 
algorithms, simulation models and implicit/explicit water systems) that are being used in the simulations 
studies in a concise and forthright manner. 
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INTRODUCTION 
 

Molecular dynamics (MD) simulations are unique strategies to deal with motions of molecules as a 
function of time at atomic detail [1, 2] and significances of the MD simulations on understanding various 
complex areas of biosciences (Anfinsen’s hypothesis and Levinthal paradox of protein folding; aggregation and 
thermodynamic stabilities of proteins; mechanisms of molecular interactions; membrane dynamics, drug 
designing and so on) have been unequivocally demonstrated in the literature [3-6]. The MD simulation was 
first applied on an assembly of hard-spheres by Alder and Wainwright [7, 8] and subsequently, Rahman 
demonstrated MD simulations of liquid argon at 94.4 K [9] and as well liquid water using potential functions 
[10]. The major breakthrough in the MD studies was brought by McCammon and coworkers by successfully 
demonstrating MD simulation of bovine pancreatic trypsin inhibitor (BPTI) in vacuum for 9.2 ps at 295 K [11]. 
MD simulations have now become eminent computational strategies to study larger biological systems and 
their complex processes by taking advantages of high-performance computational facilities and highly 
sophisticated MD algorithms available to the scientific community [12].  

 
In the time span of nearly half-century (1977-2015), quite a large number of research papers (> 

30000) have been published on MD simulations of bio-macromolecules and several review articles on MD have 
also been published by various research groups from all around the world [13]. In this review article, we have 
herein discussed the unique merits, limitations and scopes of all-atom MD, coarse-grained MD and steered MD 
simulations in a clear, concise and comprehensive manner. Moreover, limitations of different models 
accounting explicit and as well implicit water molecules have also been discussed. Thus, we trust that the 
review would be useful to choose pertinent simulations strategies in order to carry-out MD simulations of bio-
macromolecules in an efficient manner. 
 
MD simulations 
 

Position of each atom in a molecule can be calculated at every step of MD simulations using 
integrating algorithms designed on the basis of Newton’s laws of motion *14, 15+. All integrating algorithms 
consider previous atomic position, velocity and acceleration of an atom in order to determine its new positions 
approximated by a Taylor series [12]. Integrating algorithms such as Verlet [16], leap-frog [17] and Beeman 
[18] are being generally employed in MD simulations. For instance, positions of atoms in a simulated molecule 
can be calculated after a short and finite interval of ‘Δt’ from a specific simulation time ‘t’ as shown herein: 
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Where in, ‘x’ denotes distance between old and new positions of respective atoms. And, every step in 

MD simulations consists of computationally expensive calculations of bonded and non-bonded interactions for 
each atom in molecules. Bonded parameters such as bond distances, bond angles and dihedral angles that are 
represented on the basis of Hooke’s law and non-bonding interactions accounting non-polar attractions 
(Lenard-Jones energies) and polar attractions (Coulomb energies) among atoms of molecules can be calculated 
using potential energy functions derived from ab initio quantum mechanical calculations and experimental 
studies (especially spectroscopy methods) of small molecules [19] as shown in equation 2. 

 

  
 















dihedrals ji ij

ji

ij

ij

ij

ijn

angles

eq

bonds

eqrtotal
R

qq

R

B

R

A
n

V
KrrKE


 612

22
)cos(1

2
)()(

 (2)

 

 
Bonded interactions                                     Non-bonded interactions 

 
wherein, Kr, Kθ and Vn represent force constants for bond length, bond angle and dihedral angle, respectively; 
r, θ and ф denote the bond length, bond angle and dihedral angle, respectively; req, θeq and γ are respective 
equilibrium values for each bonded parameters mentioned above. In case of non-bonded interactions, A = 
4εσ

12
 and B = 4εσ

6
 (ε is the depth of potential signifying attractive force between two particles and σ is the 
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distance at which the intermolecular potential between the two particles is zero); Rij is the distance of 
separation of two atoms ‘i’ and ‘j’ with ‘qi’ and ‘qj’ partial charges, respectively; ε is dielectric constant of 
medium used in MD simulations. 
 
All-atom MD simulations: The all-atom MD simulations are generally used to obtain structural details at 
atomistic resolution at a large expense of computational power. The first all-atom simulation of a globular 
protein, bovine pancreatic trypsin inhibitor (BPTI), in a truncated octahedron box with 1462 water molecules 
for 20 ps was performed by Gunsteren and Berendsen [20]. Force fields such as AMBER [21], CHARMM [22] 
and OPLS-AA [23] are particularly being used for these types of MD simulations. Non-bonded interactions of 
trajectory structures derived from the MD simulations can be computed by three different methods: 
truncation, shift and switch [24]. In truncation method, the interactions among the atoms of molecules are set 
as zero beyond cut-off distance defined for calculations. In shift method, the whole potential energy surface 
will be altered to omit an interaction after cut-off distance. In switch method, two cut-off distances are used. 
The potential follows the usual energy function within first cut-off and later turn to zero between first and last 
cut-off and the ‘switch scheme’ is generally recommended for long range cut-off potentials. Functions of all 
the three methods are schematically represented in Figure 1.Though introduction of cut-off functions help to 
speed-up the calculations, some undesirable artifacts may be found in certain cases. To tackle those scenarios, 
programs such as Ewald lattice-sum [25], Fast Multipole Method (FMM) [26], Reaction Field approximations 
[27], Extended Electrostatics model [28] can be effectively used to account crucial long-range electrostatic 
interactions present in the molecules generated in each frame of simulations. 
 

Figure 1: Schematic representations of various methods that can be used to calculate non-bonding interactions of 
molecules in all-atom MD simulations. 

 

 
 
Coarse-grained MD (CGMD) simulations: Though all-atom MD simulations can be used to derive structural 
details at atomistic level resolution, the methods, (notwithstanding the sophistication of MD algorithms and 
computational facilities available to date) may not be useful to study larger macromolecular systems and as 
well biological processes occurring in microseconds or slower than the timescale. Coarse-grained MD 
simulations (CGMD) are excellent alternatives to the all-atom MD methods to efficiently tackle the time 
constraint barrier at the expense of atomic resolution. In the MD strategies, several atoms will be grouped 
together and represented as a ‘bead’. Less number of beads means less computational cost for simulation *29+. 
Interestingly, the decrease of effective number of particles may increase integration time-step (even up to 50 
fs) and consequently, the calculation can be speed-up to a factor of 10

6 
or so vis-a-vis all-atom MD simulations. 

United-atom force fields such as Gromos [30] and OPLS [31] are appropriate choices for the CGMD 
simulations. Moreover, CG models available to date can be divided into two broad groups: structure-based and 
structure-independent models [32] and the former and later models use the physicochemical properties 
derived from target molecular structures and ab initio calculations, respectively. Of the two models, the 
former models are widely being used. Elastic network model *33+, Gō models *34+, MARTINI force field *35+ 
and AMH (associated memory Hamiltonian) model [36] are the popular examples for the structure-based 
coarse-grained MD simulations. The CGMD simulations were successfully applied by Levitt and Warshel [37] to 
study events in the refolding of BPTI. In the simulations, each amino acid residue of the protein was 
represented in two sets, Cα and centroid of side chain defining position of the polypepdide chain and 
interaction sites, respectively. By this way, the degrees of freedom and number of interactions could be 
reduced by a factor of four and fifteen respectively and consequently computational costs were reduced by 
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many folds. Nowadays, the CGMD simulations are regularly being used as evidenced from literature to address 
protein folding, protein aggregation, protein-protein/nucleic acid interactions, membrane-protein dynamics, 
conformational sampling of multi-domain proteins, mechanism of bio-molecular motors (like F1-ATPase, 
myosin, kinesin etc.), ribosome, RNA polymerase and many more, obviously [38, 39, 32]. Notwithstanding the 
high speed of CGMD, inaccuracy on predicting atomic positions/motions and negating of non-native 
interactions are inherent limitations of the methods.  
 
Steered MD (SMD) simulations: Steered molecular dynamics (SMD) is an enhanced sampling method, which 
applies external mechanical force to selected atoms of target molecules in order to mapping out specific 
conformational changes. In principle, SMD complements the experimental techniques such as atomic force 
microscopy (AFM), optical tweezers, biomembrane force probe and surface force apparatus experiments [40-
44]. In SMD simulations, external force will be applied to pull an atom or a group in a defined direction and 
velocity using a harmonic spring and a diagrammatic representation of the phenomenon is depicted in Figure 
2. The force required to pull the particles is calculated as shown in equation 3. 
 

F = K (xo + vt - xt)     (3) 
 

Figure 2: Illustration representing an external force applied to pull out a small molecule from its target molecule in 
steered molecular dynamics simulations. 

 

 
 

In the above equation, ‘xo’ and ‘xt’ are the initial and final positions of particles, respectively, when 
they are pulled for time ‘t’ with force constant ‘K’ and velocity ‘v’. The SMD was first used to study the force 
required to dissociate the streptavidin-biotin complex [45] and the resultant computational data were 
presented to be in good agreement with data obtained from AFM of the complex. Since then, SMD simulations 
are regularly being used to study mechanism of detachment of inhibitor-protein complexes and as well 
stretching of several mechanical proteins (like immunoglobulin titin and fibronectin). Moreover, SMD 
simulations are emerging as a reliable tool in drug designing to characterize protein-ligand complexes from 
specificity point of views and the SMD simulations in conjunction with Jarzynski’s *46+ and weighted histogram 
analysis (WHAM) theorem [47] can be used to calculate potential of mean force (PMF) for receptor-inhibitor 
complex, which in turn can be effectively used to explore active and inactive ligands to target molecules. 
However, SMD can’t be used to screen large small molecules database as molecular docking algorithms 
perform to achieve high throughput virtual screening of small chemical molecules. On the other hand, the 
SMD can be reliably used in a unique manner to calculate relative binding affinities of protein-ligand 
complexes and as well to examine epitope mapping of small chemical molecular ligands bound with protein 
targets [41, 48]. 
 
Water models for the MD simulations  
 

Water plays vital roles in almost every cellular reaction and hence water is an elixir of all living things 
of our planet. Amazing properties of water molecules such as high dielectric constant, hydrogen-bond 
formations, latent heat, densities, sublimation, surface tension, viscosity and acid-base properties make the 
task of defining parameters to water to be extremely tough. In case of MD simulations, water can be 
represented either as explicit (solvent molecules in a discrete fashion) models or as implicit (solvent molecules 
in a continuum fashion) models and the various models representing water molecules have been discussed in 
the following sections.  

 
Explicit water models: Nearly 50 models of water have been proposed till date to accurately reproduce 
various properties of water molecules and the models are classified on the basis of their interaction sites in 
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general (Figure 3). In 3-site water model, there are three interaction sites and the models are being extensively 
used in routine MD simulations due to their higher computer efficiency. Simple point charge (SPC) and 
transferable intermolecular potential (TIP3P) are the models belonging to this category [49, 50]. In 4-site water 
model, one dummy atom (partial charge with no mass) along the bisector of the HOH angle of water molecule 
was added to improve the electrostatic distribution around the molecule. Bernal-Fowler [51], TIPS2 [52], TIP4P 
[53], TIP4P-Ew [54], TIP4P/Ice [55], TIP4P/2005 [56], RWK2, SRWK [57] and KJ [58] are some of the models of 
this category. Water molecule is represented with two lone pairs in a tetrahedral geometry in 5-site water 
models and the models precisely reproduce experimental radial distribution function and density of water 
molecules. BNS, ST2, ST4 [59], TIP5P [60] and TIP5P-E [61] are popular 5-site water models. With three dummy 
atoms, 6-site water model was developed by Nada and van der Eerden [62] and the model precisely accounts 
melting point and as well density of ice comparing to other models. 
 
Figure 3: Various models representing water molecule. Oxygen, Hydrogen and Dummy atoms are denoted as ‘O’, ‘H’ and 

‘D/Dʹ’, respectively. 

 

 
 
Implicit water model: Implicit water environment in MD simulations is represented as continuum potential of 
mean force with average properties of water as determined from quantum mechanics and experimental 
methods [63-65]. Implicit solvent models can be classified into two major types: models based on accessible 
surface areas (ASA) and models based on electrostatic potentials [66, 67]. The electrostatic solvation free 
energy (solute-water interactions) can be calculated by using Poisson–Boltzmann (PB) theory [68] and the 
Generalized Born (GB) theory [69]. Several software packages such as APBS [70], CHARMM, Delphi [71], Jaguar 
[72], UHBD [73] and MEAD [74] are available to carry-out the free-energy calculation in an efficient manner. 
Figure 4 is a two-dimensional pictorial illustration for explicit and implicit water models of MD simulations. 
Recent computational advances facilitated implicit solvent models to successfully explore the areas of protein 
folding, structure refinements, membrane-protein interactions, free energies of proteins bound with small 
chemical molecules/peptides/proteins/nucleic acids [75-79+. Though ‘implicit water models’ substantially 
reduced dynamic timescale comparing to use of ‘explicit water models’ in MD simulations, the implicit water 
model posed inherent limitations on studying water-mediated interactions and dynamics of ions in ion 
channels, in particular *63, 80+. In other words, ‘implicit water models’ describe only non-specific interactions 
between water and solute molecules, whereas ‘explicit water models’ help to acquire specific interactions 
between water and solute molecules at high resolution. In conclusion, as MD simulations are emerging as 
reliable computational alternatives on divulging various biological processes that are posing many limitations 
to be characterized by experimental methods, we trust that the review will be very useful for computational 
and structural biologists to conduct exciting MD simulations on ‘biomolecules’ and ‘drug designing’ in near 
future. 
 

Figure 4: A protein molecule is depicted in an explicit (left) and an implicit (right) solvent system. In the implicit water 
model, the white and blue shaded regions represent dielectric constant (ε) of 1 and 80, respectively. The protein and 

water molecules are represented in cartoon and sphere models, respectively. 
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